Intelligent computer can play your game for you
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Have you ever figured out a video game without a manual or a human friend to help you? You start hitting keys to see what happens, right? On a keyboard, the space bar and arrow keys are good starting points. If you use a controller you have less choice, so learning to play is a bit easier. After finding out what the controls do, you need to practise to become any good at the game.

Engineers from Google-owned company DeepMind have now built artificially intelligent software that can learn how to play arcade games all by itself, so you don't have to. They've published their feat in the highest-impact scientific journal in the universe, Nature. Possible applications are in the field of self-driving vehicles: if your software can learn to drive a car in a game it should be able to do so in real life as well.

Computers that can play games have always been there. When you play chess against a computer, the computer plays chess just as much as you do. But most chess programs don't learn while playing. The fun starts with video games where a human requires a controller in order to play. People have taught computers to learn those games, using a virtual controller. For example, here's a video of a computer playing Tetris. Everything happens so fast, you can't even track the blocks with your eyes (and it lasts for 38 minnutes too!).

https://www.youtube.com/watch?v=RahyPwOfAR0

This computer was given a virtual controller, a learning technique, and some time to get going. But - and this is important - it already knew the rules. This was as if somebody explained and demonstrated to you all there is to know about the game before you even started fiddling the buttons.

The people at DeepMind left out that part. They constructed a program that you can put to work at any arcade game. It tries out the controls just like you would, screwing up at first and gradually getting better. On Nature's website you can find a couple videos [http://www.nature.com/nature/journal/v518/n7540/full/nature14236.html#videos] (look for them below the Abstract) where you can see the computer get better and better at playing Breakout and Space Invaders. It doesn't just learn to move and react very fast, it also finds smart strategies to maximize the score. But it does need hundreds of games to achieve that.

Nature also went and talked to some guys at DeepMind, and in the video below they explain that some games are easier than others for the current system to learn. Since it starts by randomly pressing buttons, it needs short term rewards, such as scoring some points by coincidence. At a game like PacMan this is harder, because you need to understand the maze you're in and have a longterm strategy before you can be successful in the game at all. World of Warcraft is a different league entirely. Nevertheless, the program learned to play at a 'professional' level in about half of 49 Atari games. The code has been published by DeepMind along with the article because, as co-founder Demis Hassabis says at 6m35s, they think it is in their best interest to have their work validated by the community.

https://www.youtube.com/watch?v=xN1d3qHMIEQ

